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studies of bacterial chemotaxis6–8; the cell
cycle10; circadian rhythms10,11; Drosophila seg-
mentation12,13; tolerance of stochastic fluctua-
tions in fundamental biochemical processes —
such as transcription and protein interactions
— due to the small numbers of molecules
involved3,14 and point mutations in promoter
regions15; and large-scale biochemical net-
works16,17. Not only does robustness maintain
homeostasis in complex organisms, but the
machinery that maintains robustness can be
hijacked to maintain dysfunction, as occurs in
tumour resistance to anticancer drugs.

The concept of robustness (or fragility)
can be more formally defined in terms of a
system with a property that is maintained in
the presence of specific perturbations. The
mechanisms and components of the system
that are responsible for this robustness can
be quite varied and complex, and often create
fragilities for other properties and perturba-
tions. As an analogy, in aviation, the autopi-
lot (a component) uses feedback control (a
mechanism) to robustly regulate the flight
path (a property) of an aircraft (a system),
despite displacing forces on the vehicle owing
to variable atmospheric conditions. It also
uses redundancy to provide robustness in
response to sensor, actuator and computer-
component failures. The resulting complex-
ity can create novel fragilities that are not
present in more primitive technologies, such
as system failures due to software bugs. The
trade-offs between resource cost, complexity,
robustness and fragility dominate the design
of many engineering systems, and might also
be important in cancer biology.

An organism is a system that is robust
against a broad range of perturbations, but is
fragile in terms of developing cancer. At the
same time, cancer can be viewed as a robust
system that is composed of tumour cells18 —
the proliferation of these tumour cells is a
property that needs to be maintained, and var-
ious anticancer therapies and naturally occur-
ring microenvironmental and immunological
responses are perturbations that are imposed
on the system.When we refer to the robustness
of cancer, we mean the robustness of cancer as
a system, rather than that of an individual
tumour cell. There is great interest in exploring
the mechanisms of this robustness of cancer as
a system in order to be able to reduce it. In
addition, the accompanying fragilities might
offer the potential for novel therapies.

How is robustness exploited in cancer?
Tumours are highly robust and maintain
their proliferative potential against a wide
range of anticancer therapies. Two aspects 
of robustness are exploited by tumours —
functional redundancy, which is enabled by
cellular heterogeneity, and feedback-control
systems that are used to facilitate survival in
hazardous environments (for example, due to
anticancer drugs or hypoxia).

Functional redundancy. In general, tumours
maintain cellular heterogeneity, which means
that the survival of a subpopulation of cells
with metastatic potential after anticancer 
therapy can lead to tumour recurrence19–24.
Heterogeneity facilitates robustness through
redundancy, and subsystems that are killed by
chemotherapy can be functionally replaced to
ensure tumour proliferation and survival.
Robustness through redundancy occurs at two
levels. First, multiple copies of identical com-
ponents provide a storehouse of available parts
when some are lost. This type of redundancy,
which can be referred to as homogeneous
redundancy, is simple and effective when
hostile stimuli are localized — that is, when
they are targeted to a specific component.
However, if all susceptible components are

Cancers are extremely complex,
heterogeneous diseases. Many approaches
to anticancer treatment have had limited
success — cures are still rare. A fundamental
hurdle to cancer therapy is acquired tumour
‘robustness’. The goal of this article is to
present a perspective on cancer as a robust
system to provide a framework from which
the complexity of tumours can be
approached to yield novel therapies.

Robustness is the ability to maintain stable
functioning despite various perturbations.
Complex systems are successful if they are
robust against a wide range of external and
internal stresses. Specific examples of traits
that are used in biology to maintain robust-
ness include adaptation (to external cues),
tolerance of stochastic fluctuations in the
kinetics of protein–protein interactions and
in protein concentrations, and tolerance of
stochastic noise1–3. Typically, these kinds of
robust features are enabled by feedback con-
trols, redundancy (such that functionally
equivalent or functionally overlapping mod-
ules can substitute for each other), modular-
ity (which facilitates physical or logical sepa-
ration of subunits, thereby preventing spread
or amplification of local perturbations) and
structural stability4,5. One of the features of
robust systems is a gradual degradation of
function in response to damage, although
interference with strategies for robustness can
lead to catastrophic failures.

Robustness is increasingly recognized 
as being a conserved organizing principle in
biology, as highlighted by recent systems-level
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responses to innate tumour-suppression
mechanisms in the environment, including
polarization48. When tumour growth is 
not balanced by vascular growth, hypoxic
conditions result, initiating a cascade of
responses that allow the tumour to cope
with its environment49–54.

When the environment is not optimal —
for example, in cases of nutrient or oxygen
deprivation — tumour-cell survival can be
assured by adaptive changes, responses that
change the environment, or migration to a
new environment (FIG. 1). Tumour cells take
advantage of all of these strategies.

How can we control robustness?
One reason for understanding tumours as
robust complex systems is to adapt systems-
level analysis and the control of systemic
robustness to the development of anticancer
therapies. Given that a diverse range of
mutations confers redundancy and robust-
ness, this concept suggests that reducing
heterogeneity is a logical primary strategy of
anticancer drug therapies. This model also
indicates that if the reduction of hetero-
geneity is not possible, then an alternative
strategy is to maintain heterogeneity and
aim to trigger slow — rather than rapid —
regression of a tumour. Either way, the 
priority is that an increase in heterogeneity
must be avoided.

Reducing heterogeneity. The active reduction
of heterogeneity implies that chemotherapy
kills all tumour cells, except those that contain
a specific genetic feature. The surviving cell
population is then, by design, more homoge-
neous as a target for a second anticancer drug
that specifically targets the characteristic
genetic feature. Third-line chemotherapy 
can similarly be chosen to target a specific
homogeneous genetic feature.

Superficially, this approach — which is
based on the sequential use of different drugs
— seems similar to a treatment strategy
inspired by the Goldie–Coldman hypothesis,
in which two non-cross-resistant treatment
regimens are used38,55. Clinical testing of this
approach gave mixed, but largely unimpres-
sive, results56,57. However, a careful analysis of
the Goldie–Coldman hypothesis indicates
that the simple use of two regimens that do
not cause cross-resistance is insufficient to
achieve the predicted results. The hypothesis
implicitly assumes that a mutation that causes
resistance to a drug occurs only when that
drug is used, and that this effect is dose-
dependent. However, if the probability of a
mutation occurring that makes a cell resistant
to a drug is independent of the dose of the

intratumoral heterogeneity is similar to the
heterogeneity seen in viruses, plague-forming
quasi-species of bacteria41 and insects that
have resistance to a diverse range of chemical
agents and antibiotics. Host–tumour dynam-
ics, just like host–parasite dynamics, entails
co-evolution under the selective pressure that
is imposed by host environments, including
antitumour drugs. Intrinsic genetic instabil-
ity, as well as mutations that are caused by
antitumour drugs, contributes to maintain-
ing and increasing the heterogeneity of
tumour cells that is essential for tumour evo-
lution. Taming this inherent heterogeneity is
the main challenge in the development of
effective anticancer therapies.

Feedback-control systems. Multiple layers of
feedback loops and associated gene-regula-
tory events are involved in the robustness
characteristics of tumours at the levels of
intracellular and tumour–host interactions.
At the cellular level, feedback controls 
can give rise directly to robustness against
chemotherapy. For example, tumour cells
that turn on the expression of the mul-
tidrug-resistance 1 (MDR1) gene acquire
multidrug resistance by exporting drugs 
out of the cell through an ATP-dependent
efflux pump, P-glycoprotein (P-gp), which is
encoded by MDR1 (REFS 42,43). This is a 
simple, but effective, feedback-control
mechanism to minimize cytotoxin levels.
Another example is tumour overexpression
of MDM2, which causes degradation of p53,
effectively blocking apoptosis44,45. The
MDM2–p53 interaction functions as a nega-
tive feedback loop to maintain optimal levels
of p53, and also creates certain dynamics
(pulsed or oscillatory) of p53 expression lev-
els — instead of sustained expression — after
serious DNA damage46. These are examples
of feedback controls that are increased by
mutations associated with tumour progres-
sion, but other feedback-control mecha-
nisms also contribute to robustness. The cell
cycle, for example, is considered to be robust
against a certain level of perturbation,
because of several feedback-control loops9.
These loops can contribute to tumour
robustness by preserving proliferation
potential, even after chemotherapy.

In addition to intracellular feedback
loops, tumour cells activate feedback loops
in response to their environment, which ini-
tiates events that improve the environment.
Complex, multilayered and multidirectional
interaction loops occur between tumour
cells and the stroma and extracellular
matrix, immune cells, the vasculature and
other tumour cells47. Solid tumours initiate

exposed and successfully targeted, they may
all fail, in what is known as common-mode
failure. If, however, redundancy is mediated
by functionally equivalent but heteroge-
neous components (known as heteroge-
neous redundancy), a system is less likely to
experience common-mode failure.

Both kinds of functional redundancy are
present in advanced flight-control comput-
ers and they are crucial to aircraft opera-
tion. Three or more computers implement
identical control algorithms (homogeneous
redundancy) and make a majority decision
to detect and ignore failed components.
The computer hardware and software, how-
ever, are otherwise made as different as pos-
sible (heterogeneous redundancy) to avoid
common-mode failures. Creating this com-
bination of homogeneous outcome and
heterogeneous implementation is a major
challenge in engineering design.

The essential robustness of tumours is
attained through heterogeneous redun-
dancy. Extensive cytogenetic analysis indi-
cates intratumoral heterogeneity25–28, as well
as the heterogeneous, often non random,
spatio-temporal distribution of genetically
heterogeneous tumour cells29–31. It is impor-
tant to recognize that the robustness of a
tumour as a system is not equal to the
robustness of individual tumour cells. Even
if each tumour cell is more fragile than a
non-tumour cell in response to a particular
chemotherapeutic drug, heterogeneous
redundancy can give rise to robustness at
the system level through genetic variability
in the pattern of drug resistance. In addi-
tion, intratumoral heterogeneity should not
be confused with intertumoral heterogeneities
that define different tumour characteristics in
individual patients. Genetic instability is the
cause of intratumoral heterogeneity and this
leads to various genetic alterations32, which
include mutations that cause only small
changes in sequence, gene amplifications,
chromosomal translocations33,34 and aneu-
ploidy35–37. For the sake of simplicity and read-
ability, in this review, ‘mutation’ is used to
indicate genetic transformations that are
caused by any of these possible mechanisms,
unless otherwise specified.

Despite the recognition that genetic hetero-
geneity is a major cause of acquired drug resis-
tance38,39, many anticancer drugs are mutagens
that could potentially cause de novo drug-resis-
tance mutations. Unless a therapy can com-
pletely eradicate tumour cells and tumour
stem cells40, disease recurrence is possible. The
complete eradication of tumour cells is, as we
know, often unfeasible, particularly in solid
tumours of internal organs. In some aspects,
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Inducing dormancy. The second strategy
that is suggested by the systems-level analysis
of cancer as a robust system is to induce dor-
mancy, meaning a state in which the size of
the tumour does not increase. Dormancy
can be achieved by keeping all tumour cells
in cell-cycle arrest (cytostasis) or by balanc-
ing the proliferation and death of tumour
cells62. In the context of heterogeneity, ‘gen-
uine dormancy’ can be defined as a state in
which all tumour cells are in cell-cycle arrest,
so that no increase in heterogeneity is possi-
ble. ‘Pseudo-dormancy’ occurs when the
numbers of replicating and dying cells are
balanced, but as cells are actively proliferat-
ing, genetic heterogeneity might still increase
in this state. When the number of tumour
cells being killed by chemotherapy and the
proliferation of resistant cells is balanced,
this is only a transient equilibrium, which is
a steady state without growth. It can be dis-
tinguished from genuine dormancy because
it is a process of relapse. In fact, Holmgren
and colleagues studied mice that were
injected with Lewis lung carcinoma and
analysed for metastatic growth, and found
that micrometastases became dormant
because of the inhibition of angiogenesis and
had a threefold higher incidence of apoptosis
than cells in growing tumours63,64. They rea-
soned that, in this case, dormancy is attained
by a balance between proliferation and apop-
tosis, which is controlled by angiogenic activ-
ity in the tumour microenvironment. The
question arises as to what the state of tumour
cells is in naturally established dormancy and
what mechanisms are involved in this — as
opposed to in artificially induced dormancy
— particularly in patients who survive for
unusually long periods.

Several molecular targets have been manip-
ulated in an attempt to induce dormancy, but
none of these strategies — including the
downregulation of urokinase-type plasmino-
gen-activator receptor (uPAR)65–67, and anti-
angiogenic and immunotherapeutic strate-
gies68,69 — have yet yielded outstanding clinical
success62. For example, angiogenesis inhibitors
such as angiotensin and endostatin, which are
used to induce dormancy and regression, also
circumvent the development of resistance in
mice70,71, but clinical trials of these drugs have
not been as successful as had been suggested by
the mouse studies72,73. In addition, there are
reports that primary tumours promote dor-
mancy of micrometastatic tumours in animal
models74–76, as well as a possibly relevant clini-
cal report77.At present, a unifying explanation
for these diverse observations has not emerged.
Taken together, however, the examples cited
above indicate that the distinction between

drug, it is possible that cells that survive treat-
ment with one drug have already acquired a
mutation that makes them resistant to the
second drug. So, tumours eventually acquire
resistance to multiple drugs, and this explains
clinical failure.

An approach that is aimed at the control
of robustness imposes stronger constraints
than the Goldie–Coldman hypothesis: if
multiple drugs are used sequentially, cells
that survive one drug have to be vulnerable
(or at least non-resistant) to the next drug
that is used. Each drug must have the ability
to impose independent selective pressures to
acquire mutations, so that only cells with a
specific mutation pattern survive.

The challenge of designing drugs that
impose these pressures is enormous, but
recent lessons from studies using novel
chemotherapeutic agents indicate that the
strategy has merit. Clinical experience with
imatinib mesylate (Glivec) both demonstrates
the usefulness of targeting tumours that have
well-understood molecular signatures, and
also provides preliminary data to explain how

resistance emerges when specific molecular
targets are inhibited. Imatinib inhibits the
oncoprotein ABL, and is very effective for
early-stage chronic myelogenous leukaemia
(CML), but not for CML at an advanced
stage, such as blast crisis58. Gorre et al.
reported that patients who have complete
haematological remissions and then relapse
have specific mutations in the BCR–ABL
translocation region59. This observation is
the subject of debate60,61, and the conditions
that give rise to such selective mutations are
unknown. However, if cells that survive
imatinib therapy are (relatively) homoge-
nous for such mutations, or are at least
enriched for a point mutation, this might
mean that heterogeneity could be actively
reduced by the use of a specific drug. The
treatment of heterogeneous tumour popu-
lations can therefore generate genetic vari-
ants with reduced heterogeneity, which
escape environmental and therapeutic con-
straints to proliferate further. Heterogeneity
can quickly increase again due to genetic
instability.
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Figure 1 | Feedback loops for hypoxia responses of tumour cells. Hypoxia occurs because of a
rapid increase in tumour mass that outpaces angiogenesis. Hypoxia induces hypoxia-inducible-factor 1
(HIF1), which upregulates various genes, including those that encode vascular–endothelial growth
factor (VEGF)116–118, CXCR4 (REF. 119), MET120, matrix metalloproteinase 2 (MMP2), and the urokinase-
type plasminogen-activator receptor (uPAR). At the same time, progression through the cell cycle is
inhibited by HIF1-dependent and -independent mechanisms. VEGF upregulation promotes
angiogenesis, so that hypoxia of tumour cells can be resolved by vascularization. Simultaneously,
chemokine receptors such as CXCR4 and MET are upregulated, so that tumour cells can respond to
chemokines in the environment. MMP2 and uPAR are upregulated, leading to degradation of the
extracellular matrix (ECM), so that tumour cells can migrate away from the hypoxic region and
metastasize120,121. When hypoxia is resolved in this way, cell-cycle arrest is released and further
proliferation is initiated. Multiple feedback loops ensure robust responses of tumour cells to hypoxia. In
response to nutrient deprivation, tumour cells can also switch metabolic pathways from an oxygen-
dependent tricarboxylic acid (TCA) cycle to glycolysis — both of which result in ATP production122.
Mechanisms that maintain tissue integrity despite changes in oxygenation are hijacked by tumours to
ensure tumour progression and survival. Correcting this hijacked mechanism has been proposed as a
means of anticancer therapy48,123–126, and this might be effective if potential heterogeneous feedback
can be fully controlled. HGF, hepatocyte growth factor; SDF1α, stromal-derived factor 1α.
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Nevertheless, this work suggests an
exciting avenue for research: it might be
possible to identify a set of drugs and pre-
cise methods of administration — such as
order of use, timing and dosage — that
would allow an abnormal cellular state to
be driven into a desired state, with mini-
mum side-effects. To accomplish this, an
adequate computational model of cellular
dynamics (for various tumour cell types and
normal cells) and a method to systemati-
cally explore possible orders of use and
choice of chemicals has to be developed,
with sufficient experimental verification.
The idea of using artificial genetic 
circuits to actively control the expression of
p53 and other tumour suppressors85 is
heading in a similar direction, and can be
coordinated within the same framework.

The examples given above provide a con-
ceptual framework for the modulation of
robust tumour networks. In reality, however,
the complexity of cellular dynamics is under-
appreciated and, in fact, the perturbation of
tumours based on incomplete models of cel-
lular dynamics is likely to unmask unrecog-
nized feedback controls, with potentially
damaging results. Nonetheless, research in
various areas of cancer biology points to the
crucial importance of cellular dynamics in
tumour therapy, and indicates that drugs that
are targeted to a single molecule are unlikely
to be magic bullets.

Several cellular processes have been recog-
nized for which the dynamics involved could
be exploited to control robustness. A simple
case of temporal perturbations that may shift
cellular dynamics has been reported recently.
Experiments involving the temporary inacti-
vation of MYC have shown that the brief
inactivation of a specific gene can affect cellu-
lar dynamics, as the subsequent reactivation
of MYC does not restore the malignant phe-
notype86. These results are contradictory to
earlier findings on the effects of MYC activa-
tion. When tumour cells depend on specific
regulatory circuits for their survival and pro-
liferation, the perturbation of such circuits
might have a large impact on cellular behav-
iours and on the underlying dynamics of
molecular interactions87,88.

Recent reports on ‘super p53’ mice may
show that the dynamics of protein networks
has a crucial role in tumour robustness.
Transgenic mice that constitutively overex-
press p53 are resistant to tumorigenesis, but
suffer from early ageing and other syn-
dromes. However, super p53 mice, which
have an extra copy of Trp53 that is under
normal regulatory control, are not only
resistant to tumorigenesis, but are also free

Controlling cellular dynamics
A major challenge, then, is to control
tumours by inducing dormancy or apoptosis
without triggering further mutations. This
challenge is daunting, specifically because
cells are inherently robust and have evolved
to use intensive feedback controls to maintain
functions, such as progression through the
cell cycle and drug resistance, when they are
perturbed. Obviously, in addition, therapies
must not seriously affect non-tumour cells.

As already mentioned, increased P-gp
activity due to the overexpression of MDR1 is
one example of an emergent feedback loop
that makes a cell robust against multiple
drugs. Inhibitors of P-gp activity, such as vera-
pamil78, and cyclosporin and its derivative
PSC833 (REF. 78), have been used to prevent cells
from acquiring multidrug resistance that arises
from MDR1 upregulation79–81 — this is known
as biochemical-modulation chemotherapy82.
Initial results of clinical trials of this type of
therapy have been largely disappointing83,84.
Although this can be viewed as an early
attempt at controlling robustness by eliminat-
ing feedback loops or undesirable interactions
that counteract the effects of drugs, current
biochemical-modulation chemotherapy does
not target the complex dynamics of the cell,
such as the dynamics of the cell cycle and
apoptosis, which is crucial for controlling
robust behaviours.

Robustness can only be controlled with a
good understanding and thorough analysis of
system dynamics. In general, insensitivity to
variations in enzyme kinetics and concentra-
tions of chemicals is a network property, rather
than a property of a single molecule. However,
highly robust circuits that are orchestrated by
multilayered feedback controls may be highly
vulnerable to failure when a feedback loop is
removed. Using a simple model of the cell cycle
that incorporates the essential aspects of this
process in Xenopus, Morohashi et al. reported
that robustness against changes in various
kinetic constants, such as the rate of cyclin syn-
thesis and the rate constants of specific pro-
tein–protein interactions, is significantly
altered by the modification of regulatory feed-
back loops9. This model showed robust cell-
cycle behaviour in response to perturbations,
such as changes in several kinetic constants, but
if certain feedback loops were removed, the cell
cycle became fragile and was easily disrupted
by minor perturbations. Similar effects can be
achieved by modulating carefully selected feed-
back loops, without totally removing the feed-
back (FIG. 2). These computational studies only
provide preliminary theoretical results that
have not yet been verified by detailed models
or by laboratory experiments.

genuine dormancy and pseudo-dormancy 
is important, and that the induction of
genuine dormancy should be a major focus
of drug design.
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Figure 2 | Simple computer simulations of
robust and fragile cell cycles. An illustration of
how the robustness of the cell cycle can be
decreased is shown, using a simplified
mathematical model of the budding yeast cell
cycle, which reproduces the essential dynamics
of the process127. Synthesis rates and
concentrations are given as arbitrary units. 
a | Trajectories of the concentrations of cyclin B
and Cdh1 (Cdc20 homologue 1) using a set of
parameters that correspond to wild-type cells
when the cyclin B synthesis rate is varied tenfold.
The assumed synthesis rate of cyclin B for this
model is 0.04 arbitrary units. Despite changes in
amplitude and period of oscillation, an oscillatory
behaviour of the system, which is shown by the
levels of two antagonistic components, Cyclin B
and Cdh1, is maintained. b | Trajectories
produced when one of the kinetic constants is
modulated. In this case, the kinetic constant that
determines the activation of the Cdc20–APC
complex is reduced to 30% of that of the wild-
type complex. Oscillatory behaviour is seen only
within a limited range of cyclin-synthesis rates
(0.05–0.09 arbitrary units). Given that the
assumed wild-type rate of cyclin synthesis was
0.04, this modulation enables the termination of
oscillatory behaviour by changing the rate of
cyclin B synthesis by just 25%, although it is
normally robust over a tenfold range. 
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standing cellular dynamics to optimize ther-
apy using minimum doses101–103, as well as
exploiting the differences between the cellu-
lar rhythms of tumour cells and normal
cells104. Although it is not yet a part of nor-
mal clinical practice, a future direction for
the modelling of cellular dynamics, includ-
ing physiological parameters (such as drug
absorption, distribution, metabolism and
elimination), may be the identification of
specific, optimal, temporal windows for
drug therapy.

Systems-based drug discovery
Devising a strategy to explore the innumer-
able possible combinations of drugs, doses
and schedules is an astronomical challenge.
New, sound theoretical work and massive
computational power are required, com-
bined with high-throughput and high-preci-
sion quantitative measurements. First,
reference models of both normal cells and
tumour cells must be developed, from which
an adequate reproduction of dynamic behav-
iours in response to various stimuli can be
analysed. Initially, these models will need to
be accurate only in that they reproduce
important behaviours at the qualitative level,
to allow the comparison of the framework of
the model with known experimental data.
Well-developed mathematical tools, such as
bifurcation analysis, which identifies points
of quantitative change in system dynamics,
can be adapted to analyse the dynamics of
biological systems. This approach has already
advanced the understanding of cell-cycle
dynamics105. A novel mathematical method
might provide us with an efficient means of
identifying a set of kinetic parameters that
makes a system stable or unstable directly
from a set of parameter-free equations106,107.
As the effect of a therapy must be reflected at
the cellular level in the form of a change in
qualitative behaviours, such as induction of
apoptosis and cell-cycle arrest, therapeutic
perturbations need to cross the boundaries
between qualitatively different dynamic
behaviours (FIG. 4).

Tuning the model to be quantitatively con-
sistent with experimental observations
requires an extensive effort to measure and
estimate critical parameters for in vivo molec-
ular interactions. A set of quantitative, and
often low-throughput, measurements needs to
be used to comprehensively identify the local-
izations, amounts, interactions and modifica-
tions for large numbers of molecular species
in timecourse experiments. Although some
mathematical methods might help us to
reduce the number of parameters that need to
be determined experimentally, as well as 

from early ageing and other syndromes89.
When it is under normal regulation, the
p53–MDM2 feedback loop causes transient
oscillatory behaviours after DNA damage,
instead of a constant level of transcription46.
If such a dynamic behaviour is the crucial
reason for the difference between mice with
constitutively active p53 and super p53
mice, it is essential that the dynamics of
transcription and protein activities are
monitored and analysed to inform the
development of therapeutic agents.

In fact, p53 is under the regulation of
complex multiple-feedback loops90–92 (FIG. 3),
which minimizes the amount of DNA dam-
age that is inherited by dividing cells93. In
addition, the p53–MDM2 negative-feed-
back loop that has already been mentioned
stabilizes p53 levels, as well as causing oscil-
latory behaviors of p53 after DNA damage.
In addition, p53 activity is also regulated by
a homeostatic feedback loop that consists

of NAD biosynthesis and the associated
activity of SIRT1 (a human homologue of
yeast Sir2; REFS 94–99).

Differences in patient outcome can be
dependent on the timing of cell-cycle-regu-
lator therapy, and this also illustrates the
need to understand cellular dynamics.
Outcomes can differ significantly when
drugs are given in a different order. For
example, if cisplatin is used as a first-line
therapy, cells will be arrested in G2, and this
drug also interferes with tubulin-polymer
formation, making the cells resistant to
paclitaxel as a second-line therapy. However,
if paclitaxel is given before cisplatin, the
effects of cisplatin are augmented, because
the uptake of cisplatin is increased in
tumour cells and the repair of cisplatin-
induced DNA damage is impaired100.
Cancer chronotherapy — the timed use of
chemotherapy, based on circadian rhythms
— acknowledges the importance of under-
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suggesting parameters that need to be mea-
sured with precision, extensive measurements
are likely to be required for the development
of a quantitatively accurate model of the cell.

Given this qualitatively and quantita-
tively accurate model, there is a need to
identify a set of perturbations that induces
desired changes in cellular behaviours. A
large number of combinations for both the
selection of perturbations and treatment
schedules are anticipated. Further criteria,
such as drug availability, toxicity and
ADME (absorption, distribution, metabo-
lism and excretion) profiles need to be
added to select the final candidate, followed
by biological experiments for verification.

Robustness/fragility trade-offs
Theoretical studies of robust systems pro-
vide an intriguing possibility for the effec-
tive control of targets. Carlson and Doyle
have proposed a theory called ‘highly opti-
mized tolerance’ (HOT), which postulates
that systems that acquire robustness against
conventional perturbations tend to be
extremely fragile to some unexpected per-
turbations108–110. Carlson and Doyle argue
that this principle applies to both biological
and artificial complex systems. In addition,
Csete and Doyle have pointed out a theo-
retical result that is well-known in control
theory, in which the robustness of a system
is conserved so that the system being more
robust in some aspect is essentially paid for
by increased fragility elsewhere. This result,
which is similar to the law of the conserva-
tion of energy, might also hold for biologi-
cal systems110. This implies that tumour
cells that are robust against a wide range of
chemical agents may be extremely fragile
against certain perturbations. The challenge
is to identify the locus of fragility, or to find
a method to systematically induce such
fragility. Another issue is whether such
fragility emerges as a universal trait of vari-
ation in tumour cells, or whether each
tumour cell has a different type of fragility,
so that using a single target, or a limited
number of targets, would not eliminate all
tumour cells. Even if we identified fragile
targets, the diversity of mutations in
tumour cells, which generates enormous
redundancy, might seriously undermine the
efficacy of this approach.

Recently, a hypothesis has been pro-
posed about the existence of error thresh-
olds, at which mutations are accumulated
beyond the viability limits of tumour
cells111,112, a situation that is analogous to
error-catas-trophe theory for antiviral
strategies113. Although the common feature
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Figure 4 | Identification and manipulation of phase–space states in cellular dynamics. 
In general, behaviours of complex systems can be classified into distinct categories. Systems-based
drug discovery explores the dynamics of biological systems in a systematic manner to identify a set
of drugs and therapy strategies, rather than targeting a single molecule. The goal of systems-based
drug discovery is the identification of the best means of correcting unfavourable dynamics of a
system. a | Hypothetical example of a phase–space diagram. With different combinations of rate
constants (k1 and k2), systems behave differently. Changing the rate constants can switch the
behaviour of a system — for example, from an oscillatory state, such as cell cycling, to a non-
oscillatory state, such as cell-cycle arrest. Within the same region, the system behaves in a
qualitatively similar way, but can be quantitatively different. For example, different combinations of
two rate constants within the oscillatory region both result in oscillation, but with a different amplitude
and frequency. p1, protein 1; p2, protein 2. b | Depending on the specific combination of parameters
for a cell, different levels of perturbation may be required to switch it into a different state. When the
combination of k1 and k2 is at the point shown as ‘A’, a small perturbation that reduces k2 would stop
oscillatory behaviours, such as the cell cycle. However, a larger perturbation is required to stop the
oscillation if the combination of k1 and k2 is at the point shown as ‘B’. In this case, the oscillation of
the cell at point B could be easily stopped by reducing k1 instead. c | Alternatively, parameters other
than k1 and k2 can be manipulated to change the oscillatory region, so that oscillation can be
stopped by a small perturbation of k2. A computational example of such an approach, using a
simplified model, is shown in FIG. 2, where perturbation of the kinetic constants for the Cdc20–APC
interaction changes the phase space so that the cell cycle can be arrested by a smaller perturbation
of the rate of cyclin B synthesis than in the wild-type situation. d | Because of feedback loops, there
might be cases in which the effects of a drug for a specific molecular target are neutralized. However,
if such feedback mechanisms can be inactivated or reduced, at least temporarily, the effect on the
targeted molecule will not be neutralized. 
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HOT theory, for example, provides us with
possibilities for new tumour therapies 
in which fragility could be intentionally
induced. Although it is well-known that 
cancer is robust against a range of therapies,
the introduction of this concept, with system-
atic analysis, provides a series of insights and
directions for research. The vast accumulation
of experimental and clinical reports can be
reinterpreted and reorganized within the
framework of how cancer enhances robust-
ness and how to control robustness in clinical
practice. Although further investigations are
clearly needed to thoroughly examine the
validity of this concept, the control of robust-
ness might be an effective guideline for
research into cancer therapy, drug discovery
and clinical decision-making.
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of tumour cells is their genetic instability,
which is a source of genetic heterogeneity,
the proponents of this hypothesis argue
that if tumour cells are exposed to further
instability, they might cross the error thresh-
old and would not be able to maintain their
viability114. However, inducing further insta-
bility would require the use of a mutagen
that might aggravate the situation by affect-
ing both normal and tumour cells. At the
same time, tumour cells might respond het-
erogeneously to such a mutagen, so that not
all cells would cross the error threshold, and
proliferation by surviving tumour cells
would continue. Nevertheless, the idea of
viewing genetic  instability as a point of
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S C I E N C E  A N D  S O C I E T Y

Genetic testing for hereditary cancer risk is
now available and has the potential to
reduce cancer mortality through the
targeting of preventive therapies and by
motivating behavioural change. However,
generating and communicating genetic
information can have psychological and
social consequences. As testing extends
from identifying rare hereditary cancers to
testing for common genetic variants that are
associated with cancer risk, how do we
address these complex problems to
maximize the benefits of genetic testing?

The number of known genetic mutations
that are associated with cancer susceptibility
is growing at an exponential rate1, and the
use of genetic testing for cancer susceptibil-
ity is becoming more widespread. Genetic
testing is now available for the main cancer
susceptibility genes, in which rare mutations

predispose to uncommon inherited cancer
syndromes, such as hereditary breast and
ovarian cancer (HBOC), hereditary non-
polyposis colon cancer (HNPCC) and
familial adenomatous polyposis (FAP). The
list of available genetic tests for hereditary
cancer syndromes is shown in TABLE 1, and a
detailed review of cancer syndromes and
laboratories that are performing research
and clinical genetic testing can be found at
the GeneTests web site (see online links box).

The specific processes and outcomes of
genetic testing for cancer susceptibility are
shown in FIG. 1, which uses genetic testing for
HBOC as an example. As with other forms of
genetic testing for disease susceptibility2, fol-
lowing a detailed family- and personal-history
assessment, the genetic counsellor, medical
geneticist or other health professional provides
an individual with a genetic risk assessment,
based on the information collected, and




